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Duality?





[1] R. T. Rockafellar, Duality and stability in extremum problems involving convex function, Pacific J. Math. 1967

Dual problems in convex optimization



Duality for Convex Relaxation of Nonconvex Functions

[1] Foret et al., Sharpness-Aware Minimization for Efficiently Improving Generalization, ICLR 2021.
[2] Thomas Möllenhoff, Mohammad Emtiyaz Khan. SAM as an Optimal Relaxation of Bayes, ICLR 2023. 

Duality



I learned about duality back in 2008

Picture from 2009 in XRCE, Grenoble, France



“Won’t work because it relies on convexity” 



Duality connects many things!

1. Khan and Rue, Bayesian 
Learning rule, 2021

2. Wainwright and Jordan, Graphical 
models, exp-family, and 
variational inference, 2006

3. Raskutti and Mukherjee, 
Information Geometry of Mirror 
Descent, 2015

4. Amari, Information Geometry and 
its applications, 2016

Natural parameter

Natural Gradient Descent  
(information geometry [4])

Expectation parameter

Bayes’ rule Maximum-Entropy principle

Mirror Descent [3] 
(optimization)

Bayesian Learning Rule [1]: Unify many algorithms in deep learning, optimization, and inference. 

Key idea: the duality of Exponential Family [2]



How to represent and 
adapt the knowledge?
Sensitivity, perturbation, duality[1,2]

Based on the Bayesian Learning 
Rule, we are now developing a new 
notion of duality called the 
Bayes-Duality.

Check out these related features talks and posters 
● Talks by Ehsan Amid, Len Spek, Ronny Bergmann 
● Poster: The Memory-Perturbation Equation: 

Understanding Model's Sensitivity to Data
● Poster: Memory Maps to Understand Models
● Poster: Sparse Function-Space Representation of 

Neural Networks

1. Schölkopf et al., A generalized representer theorem, 2001
2. Kimeldorf and Wahba, A correspondence between Bayes on 

stochastic process…, 1970



“Learning with Fenchel-Young losses”. Blondel, Martins, Niculae. JMLR, 2020.



Duality as a natural space for updates and manipulations

Several generalization attempts, but none as elegant as the MSE - unless we turn to duality!

Bregman divergence losses introduce a dual space which naturally surfaces the decomposition

Tl;dr: Natural space for labels = primal; natural space for predictions = dual.

Pfau, 2013; Gupta et al,  2022

http://davidpfau.com/assets/generalized_bvd_proof.pdf
https://openreview.net/forum?id=lIOQFVncY9






Duality!


